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Introduction

Motivation:
• Accumulating evidence suggests that the Basal

Ganglia plays a role in the selection of continuous
action features (e.g. vigor, speed) [Dudman and
Krakauer, 2016]

• Modelling this ability could lend insights into Basal
Ganglia function and dysfunction, such as the
development of bradykinesia in Parkinson’s Disease

• In recent work we successfully implemented a model
capable of handling continuous action spaces
[Bartlett et al., 2024]

• This model uses Spatial Semantic Pointers
(SSPs; [Komer et al., 2019]) to represent
distributions of salience over action spaces

• However, the function implemented for transforming
broad salience distributions to narrower
distributions/specific actions was sub-optimal

Aim: To implement alternative models of Basal Ganglia
function, capable of operating in continuous action spaces.
Result: Demonstrated several networks capable of taking
broad salience distributions over continuous actions spaces
and sharpening them.

What Are SSPs?
• Neurally instantiated, symbol-like representations of

concepts that can be transformed in many ways to
yield further representations that function to support
cognitive processes [Eliasmith, 2013]

• High dimensional vectors
• Can be represented in the activities of populations

of neurons - different neurons will be sensitive to
different parts of the vector-space (Fig 1)

• Established Vector Symbolic Algebras (VSAs) exist
that allow us to perform operations on vectors,
combining them together to form more complex
structures
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Figure 1: Receptive field of two neurons taken from a population of
neurons encoding SSPs. The SSPs are encoding a 2D space. Darker
patches show regions of the 2D space in which the neuron will fire.

VSAs
• Plate’s Holographic Reduced Representations [Plate,

1995]
• Similarity = cosine similarity (dot product).

Concepts that are semantically similar will be closer
together in the vector space (Fig 2)

• Binding = circular convolution (⊛; element-wise
multiplication in Fourier domain). Combine 2
vectors into a new, dissimilar vector

• Bundling = vector addition. Combine vectors into
sets, maintaining similarity

• Unbinding = binding with the inverse. For bound
vector A⊛ B, unbinding A gives B (Fig 3)

• We can use this VSA to encode both discrete
and continuous variables

Figure 2: Similarity between an SSP encoding the origin (0) and
(0,0) and SSPs encoding the whole domain space. Left: 1-D domain
space, Right: 2-D domain space

Figure 3: Objects Strawberry and Apple are bound with their loca-
tions on the x,y plane (left). These two bound vectors are bundled
together. The bundle is queried (via unbinding) to find the location
of the Strawberry (right)

Encoding Continuous Variables -
Fractional Binding

We use SSPs to represent the action space because they:

• offer us a means of representing information that
can be neurally instantiated

• can be used to represent both discrete and
continuous variables in the same neural substrate

Experiments

We are using SSPs to represent actions in models of the
Basal Ganglia.

• Traditional models select from discrete action spaces
by choosing the action with the highest salience

• For continuous actions, we would either do the
same, or produce a sharpened distribution that’s
easier to select from (Fig 4)

Figure 4: Left: example distributions of saliences over a discrete
and a continuous action space. Right: an illustration of a sharpened
distribution

So far we’ve explored using;
1 a Hopfield Network,
2 an Independent Accumulator, and
3 a Winner-Take-All Network

Results

Figure 5: Plots of normalized similarity for the input (dashed) and
output (solid) salience distributions from each network for 3 exper-
iments. Similarity is a proxy for salience. Labels show the entropy
(H(X)) of the Input (light pink) and Output (darker purpler) salience
distributions

Conclusions
• The models we present were all effective at

transforming wide distributions of salience over
continuous action spaces to sharper distributions

• This work illustrates SSPs as a viable option for
modelling selection from continuous action spaces in
the Basal Ganglia
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